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The short-wavelength elliptic instability of a pair of closely spaced counter-rotating vortices is analyzed using
water tank experiments and direct numerical simulations. Qualitative and quantitative comparison shows excellent
agreement and validates each of these complementary approaches. Both sets of results are used to give a detailed
description of the instability characteristics. In the initial phase, the vortices are subject to a three-dimensional
perturbation of their internal structure, with a wavelength scaling on the vortex core size and a distinct phase
relationship between the two vortices. In the nonlinear evolution of the flow, the growth of the perturbations
leads to the generation of secondary vortices and the breakdown of the initial pair into small-scale turbulence,
accompanied by a rapid decrease of the average circulation. The growth rate of the instability is found to be higher
than the one of the well-known Crow instability. The interaction between both mechanismsis also investigated, and
an even faster decay of circulation is observed than for the cases where each instability acts alone. The relevance

of these results for realistic aircraft trailing wakes is discussed.

Nomenclature

= vortex core radius

initial dimensionless core size, = a,/by

vortex separation distance

diameter of invariant surface (tube)

initial kinetic energy

local direct numerical simulation grid spacing
wave number of the instability, =27 /A
Reynolds number, =Ty /v

ratio £y, /E;,

7 max radius of maximum swirl velocity, ~1.12a

r, radial and azimuthal coordinates of one vortex
time

velocity

horizontal, vertical, and axial coordinates
circulation of each vortex

wavelength of the elliptic instability
kinematic viscosity

growth rate

= vorticity
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Subscripts

= related to the Crow’ mode

related to the elliptic mode

related to the local mesh

related to the Fourier mode with wave number &
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Superscripts

(linear) = related to the start of exponential growth

(onset) = related to the start of growth of the elliptic mode
S = related to invariant streamline tube

Vv = related to invariant vorticity tube

* = nondimensionalizedusing the time 27 b}/ 'y

I. Introduction

HE dynamics of aircraft trailing wakes, whose large-scale

structureconsists mainly of two counter-rotatingvortices,have
been actively investigated since the early 1970s, when it became
clear that the strong vortices behind heavy aircraft represent a po-
tential hazard to others following behind due to the rolling moment
and downwash they induce. This is particularly dangerous near the
ground, and today wake vortex behavioris the principal factor deter-
mining the minimum separation distances for takeoff and landing,
thus limiting airport capacities. With the increase of air traffic and
the advent of new very large transport aircraft in the near future,
the problem of understanding, predicting, and eventually control-
ling aircraft trailing wakes has received new interestin recent years
and has triggered a surge of activity on both sides of the Atlantic,
as witnessed in several recent reviews.' ™

The characteristics of wake vortices behind real aircraft depend
on the weight and speed of the latter, as well as on the details of
the wing geometry. Their dynamics, and especially their lifetime,
are influenced by a number of factors, including the distribution of
vorticity, axial flow and turbulence in the vortex cores, the ratio of
core size to vortex spacing, the characteristics of the surrounding
fluid (turbulence intensity, shear), and the proximity of the ground.
The interaction of all of these ingredients lead to very diverse and
complicated scenarios, and the understanding of all of the aspects
involved in wake vortex decay is still far from complete.

A necessary step toward a better understandingand the final goal
of controlling this complicated flow is an analysis of the physical
mechanisms that are acting (or that are possible)in this situation. An
important subset of these mechanisms, directly relevant to the de-
cay of the wake, are three-dimensionalinstabilities of a vortex pair.
The most effective way to study these phenomena is to consider
simplified configurations that can be analyzed in great detail and
that are also more readily accessibleto a theoretical treatment. This
is the strategy adopted in the present work. Once these fundamen-
tal phenomena are fully understood, their relevance and potential
usefulness for the applied problem of aircraft wakes, where many
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differentmechanismsacttogether,can be addressed with much more
confidence in a subsequent step.

Crow?> was the first to study the stability of two counter-rotating
vortices. These were modeled by a pair of parallel line vortices of
equal and opposite circulation, which is the simplest possible repre-
sentation of an aircraft wake. He found that the pair was unstable to
wavy perturbationsof the vortex axes, which are symmetric with re-
spectto the central plane of the pair and whose axial wavelengthsare
typically5—10 times the initial vortex spacing. This long-wavelength
three-dimensionalinstability has subsequently been observed in nu-
merous laboratory experiments®~!* and field studies,'!~!* and it is
still considered one of the most promising means for the destruction
of aircraft trailing wakes.

Crow’s” analysis also identified two modes of short-wavelength
instability (symmetric and antisymmetric), with wavelengths
smaller than one vortex spacing. However, Widnall et al.'* pointed
out that these modes are spurious because the assumptions for
Crow’s’ theory are no longer valid at these wavelengths. They
proposed a different mode of short-wave instability, associated
with a change of the internal structure of the vortex cores. For
this purpose, a slightly more complicated model for the trailing
wake had to be considered, consisting of two inviscid Rankine-
type vortices, with (almost) circular cores of constant vorticity,
both subject to an external strain due to the presence of the other
vortex. Subsequent stability analyses'>~!7 confirmed the existence
of short-wave instability in such strained vortices with finite size
cores.

The strain that each vortex induces at the location of the other
one results in a flow with locally elliptic streamlines near the vor-
tex centers. Theoretical studies'®~?* have shown that such elliptical
flow in an unbound domain is three-dimensionally unstable. The
mechanism of instability is the amplification of inertial waves in the
frame of reference moving with the rotating flow, through a reso-
nant interaction with the external strain. For the case of an elliptical
flow of finite extent, as, for example, in a strained vortex core, the
unstable perturbationsare identical to the ones predicted by Widnall
et al.'* and others for Rankine vortices. The two sets of theoretical
results can, indeed, be directly related to each other?*?* (See also
the recent review on elliptical instability by Kerswell.%)

The present paper deals with thisellipticinstabilityin the case of a
flow consisting of two laminar vortices that are initially parallel and
uniform along their axes and that do not contain axial flow in their
cores. The flow is studied experimentally and numerically, using
the Navier-Stokes equations, which means that viscous effects are
included and that the vortices have a smooth vorticity distribution.
This configuration is a slightly more realistic representation of the
core structure of aircraft trailing vortices than the inviscid Rankine
vortex pair consideredby Widnall et al.'* Although still an oversim-
plification, it contains the major ingredients of the “real” flow, and it
allows a precise and detailed analysis of the elliptic instability. The
main differences with realistic aircraft wake vortex pairs concern
the Reynolds number and the rescaled core size; their relevance will
be discussedin detail near the end of the paper. Theoretical stability
analyses relevant to this flow problem were carried out recently by
Eloy and Le Dizes?® for a single Lamb—Oseen vortex in an external
strain and by Billant et al.* for a Lamb dipole.

The results presented here come from two separate studies de-
scribed in more detail in Refs. 23 and 27. The experimental study
by Leweke and Williamson® was the first to identify and character-
ize the elliptic instability in a counter-rotating vortex pair clearly,
although some observations of similar phenomena were reported
earlier,”®? but without detailed analysis. The more recent direct
numerical simulation by Laporte and Corjon?’ allowed a more thor-
ough quantitativetreatment, as well as a clarification of the influence
of the initial conditions on the later stages of the instability, in par-
ticularon its interactionwith the long-wavelengthCrow? instability.
Other simulations’® of a vortex pair had already captured some as-
pects of the elliptic instability, but the initial conditions were some-
what unrealistic, and comparisons with experiment and/or theory
were limited.

In the following, we present a close comparison between the
results from the experimental study®® and the direct numerical

simulation*’” of the elliptic instability of a vortex pair, including
previously unpublished material. The laminar vortex pair is a rare
example of a flow that is accessible to both methods, and the flow
parametersin both studies were chosento be very close. The purpose
of this comparison is twofold: 1) to provide an additional mutual
validation of these two complementary approaches and 2) to give a
thorough description of an intrinsic feature of the vortex pair flow,
that is, the short-wave instability of the vortex cores, whose clear
observation s still fairly recent.

Section II defines the relevant parameters governing the vortex
pair flow under considerationand gives details of the experimental
and numerical methods. In Sec. III, the elliptic instability is pre-
sented, showing its onset, spatial structure, wavelength and growth
rate, nonlinear late stage, and the subsequentbreakdown of the flow.
Section IV deals with the interaction between the short-wave insta-
bility and the long-wave Crow? instability,and the influence of initial
conditionsis discussed there. Comments on the relevanceto real air-
craft wakes are givenin Sec. V, followed by a Summary in Sec. VI.

II. Technical Details

A. Vortex Pair Flow

‘We consider a pair of viscous laminar vortices of equal and op-
posite circulation that are initially straight, parallel, uniform along
their axes, and without axial flow in their cores. The vortices trans-
late through mutual induction in the direction perpendicularto their
axes and to the line joining the two centers. Such a pair is char-
acterized by the circulation I' of each vortex and the separation b
between the vortex centers. In addition, the internal structure can
be described by a characteristic core size a, which is the radius of
the tube around the vortex center containing most of the vorticity.
Experimental velocity measurements (see Ref. 23 for details) have
shown that the initial flow can be approximated remarkably well
by a superposition of two Oseen (or Lamb—Oseen) vortices (see
also Ref. 27 for the assessment of this initial condition), that is,
axisymmetric two-dimensional vortices with a Gaussian vorticity
distribution, for which the azimuthal velocity v, as function of the
distance r from the vortex center is given by

vy(r) = (C/2rr){1 — exp[—(r*/a*)]} 1)

The characteristiclengtha is linked to the location 7, of maximum
circumferential velocity by 7. &~ 1.12a.

In the following, Cartesian coordinates x, y, and z are used, des-
ignating the (horizontal) direction of the line joining the two vortex
centers, the (vertical) direction of displacement of the pair, and the
axial direction, respectively. The nondimensional parameters gov-
erning the flow are the Reynolds number Re based on the initial
vortex circulation, and the initial dimensionless core size ay/bg.
Here, initial means immediately after the vortex formation in the
experiments and at the end of the adaptation process in the nu-
merical simulations. (See following sections.) For convenience, the
subscriptQ will be dropped when designatingthe initial dimension-
less core size (a/b =ay/by). Time ¢ is also an important parameter
in this evolving flow. It is nondimensionalizedby the time it takes a
pair of idealized point vortices of the same circulation, moving with
a self-induced velocity 'y /27 b, to travel one vortex separation
bo:t* =1 -Ty/2nb3.

B. Experimental Techniques

For the experimental study, the flow was investigated in
a rectangular water container with glass walls, measuring
180 x 45 x 60 cm®. Horizontal vortex pairs were generated near
the water surface using two anodized aluminum plates hinged to
a common base, whose free edges were machined to an angle of
30 deg. They could be moved in a symmetric way by a computer-
controlled step motor located outside the water and linked to the
plates by a system of gears and joints. When the flaps were im-
pulsively closed, a pair of starting vortices was created at the sharp
edges, which then continued to move down toward the bottom of the
tank. The vortices were typically separated by a distance of 2.5 cm,
and their length was approximately 170 cm. This high aspect ratio
of the vortex pair was necessary to limit the influence of end effects
that spread rapidly into the central part of the flow.
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The flow was visualized using fluorescentdye, which was painted
on the inside of the plates close to the sharp edges before the
introduction of the whole apparatus into the water. Illumination
was achieved with the light from a 5-W argon laser. Images were
recorded on standard video tape using a charge-coupled device
(CCD) camera, or on 35-mm color film. Quantitative measurements
of velocity fields were obtained by digital particle image velocime-
try (DPIV). For this method, the flow was seeded with small plastic
particles of diameter 70 ;m and density 1.03 g/cm™, illuminated
by a sheet of laser light of 3—-5-mm thickness. The time that the
slightly heavy particles needed to settle down was far longer than
the time for the fluid motion to die out after stirring the tank, leav-
ing a sufficient time interval for the measurements. Sequences of
images (624 x 476 pixels gray scale) of the time-dependent flow
were recorded on standard VHS video, again using a CCD cam-
era. Fluid velocities were calculated from particle displacements
obtained by two-step cross correlations (with window shifting) be-
tween successive half-frames of one image (%-s separation). The
DPIV measurements showed that the initial velocity profiles of the
vortices are very well represented by the one of a Lamb—Oseen
vortex with a Gaussian vorticity distribution given by Eq. (1). The
initial vortex pair characteristics were determined shortly after the
end of the vortex formation, that is, the end of the plate motion.
They were found by a least-squares fit of the measured velocity
field to a superpositionof two Gaussian vortices with 'y, by, and a,
as adjustable parameters. The core size a increases in time due to
the viscous diffusion of vorticity. However, this growth is relatively
slow compared to the growth of the instabilities and was not con-
sidered further in the experimental study. Figures 1a and 1c show a
visualizationof the flow at this stage. The pairis perfectly uniform,
and no noticeable three-dimensional perturbation can be detected.

In the experimental study, the Reynolds number varied in a range
between 2.4 x 10° and 2.8 x 10%. The initial core radius, after the

a) Experimental front view

b) DNS front view

d) DNS cross cut

¢) Experimental cross cut

Fig. 1 Initial conditions: a) and c) experimental dye visualization for
Re=2.75 x 10%,a/b = 0.2,and t* = 1.7; b) DNS contours of axial vorticity
w, inanx-z plane and d) an x-y plane for Re = 2.4 x 10%,a/b =0.25,and
t*=3.1.

end of the vortex formation, was typically close to one-fifth of the
vortex spacing,a/b~0.2.

Other measurements concerning the spatial structure and the
growth rate of the instability were obtained from image analysis
of flow visualizations recorded on video or photographic film. A
more detailed description of the experimental setup and methods,
especially the DPIV measurements, as well as an analysis of the
measurementerrors leading to the uncertainties given in the follow-
ing sections, can be found in Ref. 23.

C. Numerical Method

The code used to perform the direct numerical simulations (DNS)
of the vortex pair is a finite difference, parallel, three-dimensional,
compressible Navier-Stokes solver (NTMIX3D), developed by the
French Institute of Petroleum and the French Research Center on
Turbulent Combustion. The temporal integration is achieved with
a classical three-stage Runge—Kutta time-marching technique. A
sixth-order compact scheme?! was implemented for the discretiza-
tion of the convective and viscous terms.

In the series of simulations presented here, the boundary condi-
tions are periodicin the three directions, and the cross-sectionalsize
of the simulation domain is chosen large enough (typically 4-5bg)
to keep the influence of the periodic vortex images at an acceptable
level. As an illustration of the effect of these images, the modifica-
tion of the descent speed of the pair, with respect to the case without
images, can be estimated analytically to be about 8%, at first order.
Larger dimensions than the ones used here have also been tested in
both directions,?’ yielding very similar flow dynamics.

The discretization in the axial direction of the vortices uses be-
tween 8 and 36 grid points per wavelength of the elliptic instability,
depending on the run. In the transverse directions, the discretiza-
tion is such that there are 15 points inside the vortex core at the
onset of the instability. The maximum local mesh Reynolds num-
berRe;, = (h,|v,| + hyl|vy| +h:|v.])/v,based on the local mesh size
and velocities, is found to be of the order of 40 before the onset of
the instability, whereas it lies in the range 40-80 during the transi-
tion to turbulence, depending on the axial discretizationused. Given
that the Kolmogorov dissipation scale corresponds in principle to a
local Reynolds number of order one, the present computations may
be qualified as slightly underresolved.

The initial condition is obtained by the linear superposition of
two Lamb—Oseen vortices [Eq. (1)]. The conditions are chosen to
be close enough to the experimental values to allow meaningful
comparisons. At the beginning of a run, the nondimensional core
sizeis set to 0.179.Initially, each vortex adapts itself to the presence
of the otherone, in particularto the strain it experiences.(See Ref. 27
for details.) At the end of the adaptation period and at the beginning
of the growth of the elliptic instability, the effective initial core size
is found to be a/b = 0.25. The vorticity contours in Figs. 1b and
1d illustrate the flow structure at this stage. As for the experimental
visualizations, the vortices have become slightly elliptic.

The Reynolds number is 2.4 x 10° in all runs. A white noise is
added to the three Cartesian velocity components to trigger the in-
stability. The amplitude of the noise is set to different values for dif-
ferent simulations, but is always lower than 5 x 1073 Vs max> Where
Vg max 1S the maximum circumferential velocity of one vortex. The
differentinitial noise amplitudes basically only generate a temporal
shift in the developmentof the elliptic instability in the correspond-
ing simulationsbecause differentamounts of energy are initially fed
into the elliptic mode. The results to be presented are extracted from
different simulations without particular identification of the initial
noise amplitude.

Throughoutthe paper, the results from experimentsand numerical
simulations will be shown in parallel, presentedin a way that allows
a close comparison of the two sets.

III. Elliptic Instability of a Vortex Pair
In this section, we focus exclusively on the elliptic instability
during the different stages of its development. The interaction with
the long-wavelength Crow instability is treated in Sec. IV.
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A. Onset and Initial Stages

The onset of the elliptic instability developing in any two-
dimensional elliptical flow (i.e., a superposition of a solid-body
rotation and a plane stagnation-pointflow with uniform stretching)
has been demonstrated to be due to a resonance between the neutral
three-dimensionalperturbation waves existing in such flows and the
local strain experienced by the vortex.!>=2> The perturbation flow
generatedby the instabilityacts principallyin the vicinity of the vor-
tex core. The vortex centers are, therefore, efficient markers of the
onset and initial stages of the instability. In particular, the displace-
ment of the center with respect to its unperturbed position gives a
measure of the instability amplitude and, subsequently,of its growth
rate.

‘We begin with a qualitative description of the initial linear stage
(with exponential growth) of the instability, through observationsof
the total perturbed flow. Figure 2 is a global view of the effect of the
elliptic instability inside the vortex cores. In the experimental visu-
alization, the vortex centers are marked by bright lines of dye. This
lineis observedto developa wavy deformation, whose characteristic
wavelength clearly scales on the vortex core size (Fig. 2a).

The detailed structure of the instability mode is visible in the
close-up front views in Fig. 3. A cylindrical tube separates two
regions of opposite radial motion in each vortex. The observed tube
is composed of invariant streamlines (zero radial perturbation ve-
locity) in the experiment, whereas it is an invariant tube of axial
vorticity w: in the simulation. The existence of such invariant tubes
has been demonstrated by Leweke and Williamson,”* based on the
work of Waleffe?! on localized elliptic instability modes. The diam-
eter of the invariant tube of axial vorticity is predicted®® to be about
40% larger than the invariantstreamline tube. This differenceis vis-
ible in Fig. 3, and it is further confirmed by precise measurements
(Sec. II1.B). The two vortices also experiencea remarkable in-phase
axial variation of the elliptic mode. Leweke and Williamson® have
shown that the observedphaserelationis due to a matchingcondition
linking the components of the velocity on both sides and normal to
the median plane separating the vortices. The closer the vortices are
(withrespectto their core size), the stronger the continuity condition
imposes itself on the flow.?* As a consequence, for vortex pairs with
significantly smaller ratios a /b (relevant to aircraft wake vortices),
this conditionmay become too weak to override the initial phase se-
lection by the noise exciting the unstable modes in each vortex. The
phase relation is, therefore, expected to be random in such cases.

a) Experiment (Re=2.75 x 10%,a/b=0.2, and t* =6.8)

b) DNS (Re =2.4 X 103, a/b =0.25, and t* =8.8)

Fig.2 Global view of the elliptic instability mode in its linear regime.

a) Experiment (Re=2.75 x 10%,a/b=0.2,and t* = 6.2)

b) DNS (Re =2.4 X 103, a/b =0.25, and t* =10.8)

Fig.3 Detailed structure of the elliptic instability, which is found to be
cooperative in the present flow with high a/b.

In the high-(a/b) flow considered here, the phase coupling is ob-
served to occur strongly. The antisymmetric nature (in the sense of
Crow’) of this coupling is well illustrated by the deformations of
the vortex centerlines shown schematically in Fig. 4, where they are
seen from three perpendicular directions. In the experiments, two
simultaneous perpendicular visualizations similar to Fig. 3 were
used to reconstruct the three-dimensional shape of the vortex cen-
ters, whereas in the simulations they were found by determining
the local maxima of vorticity along the z axis. In the front views
(Figs. 4a and 4d), the centers are displaced in phase, whereas in
the side views (Figs. 4b and 4e), the deformations are out of phase.
According to theoretical predictions,'® 12! the center of rotation of
an elliptical flow should be shifted in the stretching direction of the
local strain. In the present case, the strain in each vortex is induced
by the presence of the other one, and the principal stretching axes
are inclined about £45 deg with respect to the x axis, that is, the
line joining the two initial vortex centers. The views along the z axis
(Figs. 4c and 4f) show that the center deformations lie, indeed, in
planes inclined by these angles and this independently of the phase
coupling mentioned earlier.

To complement these observations made on the total flow, some
characteristics of the perturbationitself are now presented. The ax-
ial vorticity w. of the elliptic perturbation mode can be deduced
from the vorticity of the total flow shown in Figs. 5a and 5c. With
the vorticity distribution of the (unperturbed) base flow of the vor-
tex pair being antisymmetric with respect to the plane between the
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a) d)

4

c) )

Fig. 4 Displacement of the vortex center lines seen from three per-
pendicular directions: a-c) experiment (Re=2.75 X 10%, a/b=0.2, and
t* =6.8) and d-f) DNS (Re =2.75 X 10%,a/b = 0.2, and t* = 6.8).

vortices, and the perturbation being symmetric (despite the fact that
the centerline deformations are antisymmetric; see Ref. 23), it is
a simple matter to split the total flow into these two mutually ex-
clusive parts. The resulting perturbation vorticity in Figs. 5b and
5d shows a characteristic two-lobe structure in each vortex, sur-
rounded by a closed line of vanishing perturbation vorticity. This
correspondsto the location of the invariantvorticity tubes in Fig. 3b.
The patterns seen in Fig. 5 correspondto an axial location where the
centerline deformation is maximal; they are, of course, modulated
sinusoidallyin the axial direction with the wavelengthidentifiablein
Fig. 2. The particularshape of the axial vorticity perturbation mode
is in good agreement with the one predicted theoretically'!%-2! for
localized modes of the elliptic instability under the assumption of
small uniformexternalstrain and also with the instability modes cal-
culated for the case of a Lamb—Chaplygin vortex pair (see Refs. 24
and 30).

The azimuthal componentof the perturbationvorticity w, in each
vortex is the same as the one of the total flow because the initial base
flow possesses only axial vorticity. Figure 6 presents measurements
of wy in a y—z plane cutting through the center of one vortex. The dis-
tribution found in both experiment and calculation is composed of
a three-row checkerboard pattern of opposite-signed vortical struc-

tures, which also closely matches theoretical predictions 2123

B. Quantitative Results

In the experiments, quantitative measurements were obtained
mainly from flow visualizations as in Figs. 2a and 3a. The shape
of the vortex centerline deformation (see also Fig. 4a) directly gives
the average wavelength of the instability, whereas its amplitude can
be related to the amplitude of the elliptic instability mode,** whose
evolutionin time givesaccessto the instability growthrate. In the nu-
merical study, these quantities were obtained from one-dimensional
(axial) kinetic energy spectra, calculated using one-dimensional
Fourier transforms. The wave number of the most amplified Fourier
mode gives the axial wavelength and the variation of its amplitude

the correspondinggrowthrate. (See Ref. 27 for details.) Incidentally,
this procedure confirmed that the spatial resolution in the axial di-
rection was sufficientbecauseno energy accumulationwas observed
at the shortest simulated wavelengths.

1. Wave Numbers

According to theoretical results on elliptic instability in finite
size domains, the axial instability wavelength A scales on the cross-
sectional extent of this region, that is, on the vortex core radius a in
the presentcase. In the experiments, the nondimensional wave num-
ber ka of the ellipticinstability,with k = 27 /A being the dimensional
wave number, is found to be

ka=1.6+0.2 (experimental) 2)

using a value of a measured just after vortex formation. (Experi-
mental error estimates are discussed in detail in Ref. 23.) The di-
mensional wave number & is measured during the linear regime of
the instability. In the simulations, the wave number and the vortex
radius have been measured a first time at the onset of the instability,
that is, when the unstable Fourier mode first starts growing. The
resultis

ka©™® — 1.87 +0.15 (numerical) (3)

which is reasonably close to the experimental value. The error es-
timates here and hereafter take into account the finite axial grid
spacing used in the calculations and the uncertainty in determin-
ing the core size from the second moment of vorticity. The num-
bers in Egs. (2) and (3) are quite different from the theoretical
prediction of

ka = 2.26 (theoretical Y° 4)

for an inviscid Gaussian vortex in a uniform external strain field.
This is all the more significant because the most unstable wave
numbers are expected to be located in a narrow band around this
value. A second measurement was performed in the simulations
once the exponential growth of the unstable mode had set in, for
example, just after #* =5 in Fig. 7. By this time, the core size a
had increased through viscous diffusion of vorticity, and the wave
number was then found to be

katinew) — 2 354019 (numerical) (5)

which is now larger than the theoretical value.

Two observationsmust be takeninto accountwhen comparing our
results with theory. First, the instabilityis triggered by eitherrandom
background motion (experiment) or by a white noise (DNS). Both
consist of a large number of modes that coexist initially and can
lead, at a given wavelength, to transient behavior before the precise
structure of the final unstable mode associated with this wavelength
builds up. Second, because of the low Reynolds number and the
relatively small viscous timescale, the base flow conditions evolve
in time, which means that the mode (wavelength) observed in the
end corresponds to some kind of optimal perturbation, that is, to a
perturbationwhose gain in amplitudeis maximum over the selection
period with changing conditions. This second issue was treated in
detailin Ref. 26. These arguments suggestthat, concerningthe wave
number selection, the comparison of the present results with those
from inviscvid stability theory, which considers a stationary base
flow, should indeed be made at the time of mode selection, which
lies somewhere between the times associated with the values in
Egs. (3) and (5). The mean value between them is ka =2.11, which
is in reasonable agreement with the theoretical value in Eq. (4).

Another possible source of discrepancies between experiment/
simulation and theory may be that the latter considers almost cir-
cular vortices in a uniform external strain, whereas, in the vortex
pair flow studied here, the straininduced by one vortex on the other
is far from uniform, and each vortex is deformed elliptically. Al-
though a precise analysis of these effects is lacking, note that the
stability analysis in Ref. 24 of a Lamb dipole, that is, a pair of
strongly deformed counter-rotatingvortices, yields results concern-
ing the most unstable wavelengths that are quite close to the present
measurements.
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a)

-2 T T T T T

X (cm)

b)

d)

Fig.5 Axial vorticity in a cross-cut plane: a) experiment, total flow (Re =2.4 x 10%,a/b = 0.2,and t* = 7.5); b) experiment, perturbation (Re = 2.4 x 103,
a/b=0.2,and t* =7.5); c) DNS, total flow (Re =2.4 x 10>, a/b =0.25, and t* = 12.1); and d) DNS, perturbation (Re = 2.4 X 10°, a/b =0.25, and t* = 12.1).

2. Mode Geometry

As shownin Sec. III.A, the perturbationassociated with the ellip-
ticinstabilityis characterizedby the existenceof cylindrical surfaces
(tubes), where either the radial perturbation velocity or the pertur-
bation vorticity vanishes. According to theory,>!?* their diameters d
scale on the instability wavelength A. The invariant streamline tubes
have been observed very clearly in the experiments (Fig. 3a), and
their diameter was found to be

d®/). =0.5040.03 (experimental) (6)

which is very close to the theoretical value
dS/x =0.503 (theoreticaP!?3) 7

Similarly, the diameter of the invariant tube of axial vorticity was
measured in the numerical simulations (see Fig. 3b)

d'/»=0.67+0.03 (numerical) 8)
to be compared to the prediction
d' /n = 0.704 (theoreticalP'-??) 9)

The overall agreementbetween the presentexperimental and numer-
ical measurementsconcerningthe geometry of the ellipticinstability
mode and the corresponding predictions obtained theoretically for
a more idealized flow is rather satisfactory.

3. Growth Rates

The growth rate is an important quantity characterizingthe insta-
bility. It is particularly relevant in the context of aircraft wake vor-
tices, where the desired decay of the initial vortex systemis strongly
influenced by the growth of instabilities. Figure 7 compares mea-
surements of the time-dependentamplitude of the elliptic instability
mode, obtained from experiment and numerical simulation as ex-
plained at the beginning of this section. For better comparison, the

amplitudes were normalized to be about unity at the start of the
growth; no other adjustment was made. Least-squares fits to the
linear part of the evolution provide the following nondimensional
growth rates:

" =0.94+£0.12 (experimental) (10)

o*=0.95+0.30 (numerical) (11)
The nondimensional growth rate is defined as 6* = o x 27b}/ Ty,
o being the dimensional growth rate. The agreement between the
two results, for the growth history in Fig. 7 and the deduced growth
rates, is quite remarkable.

A theoretical prediction for the growth rate can be obtained us-
ing the results of Eloy and Le Dizés?® for an inviscid (Gaussian)
Lamb—Oseen vortex in a uniform strain field, and the viscous cor-
rectionterm given by Landman and Saffman.?’ The nondimensional
theoretical growth rate reads

o* = 1.3790 — (87/Re) x (ka)} [ (a/b)? (12)

Given a Reynolds number of Re = 2.5 x 10* and the average values
(ka)o =1.7 and (a/b)y, = 0.225 taken from the initial conditions, the
most unstable perturbationis predicted to grow with a rate

o* = 0.805 (theoretical) (13)

that is lower than, but still comparable to, the results found in the
present study. This difference is possibly due to the assumption of
uniform external strain in the theory, which is maybe too unrealistic
in the case of high-(a /b) vortex pairs. Note that the numerical sim-
ulations by Billant et al.** of a (viscous) Lamb—Chaplygin vortex
pair (i.e., a flow resembling more closely the one investigated here
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a) Experiment (Re =2.4 X 10%, a/b=0.2, and t* =7.5)

y (cm)

z (cm)
b) DNS (Re =2.4 x 103, a/b=0.25, and t* =12.1)
Fig. 6 Azimuthal vorticity contours in a vertical plane containing one
vortex centerline.
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Fig. 7 Growth of the elliptic mode as obtained from experiments
(circles) and from the simulation; a reference exponential growth with
o* =0.95is also plotted.

than the theoretical flow of Refs. 26 and 20) yield a growth rate
extremely close to the results in Egs. (10) and (11).

Note that the inviscid growth rate of the elliptic instability [first
term on the right-hand side in Eq. (12)], is almost 40% higher
than typical (inviscid) growth rates of the long-wavelength Crow?
instability.

In summary, the quantitative results that can be extracted from
the experiments and numerical simulations concerning the onset

and the linear regime of the short-wave vortex pair instability not
only show very good agreement between themselves, but both also
compare very well to theoretical predictions concerning elliptic
instability.

C. Late Stages and Breakdown

As shown in Fig. 7, the growth of the elliptic instability mode
is exponential during a certain time interval. In this linear regime,
the perturbations are small (compared to the base flow velocities)
and take the form describedin Sec. III.A. At the end of this regime,
the elliptic mode has reached its maximum intensity, and nonlinear
interactions with other modes become important. The energy con-
tainedin the elliptic mode is redistributed among these other modes,
and the amplitude of the basic mode in Fig. 7 is, consequently,found
to decrease.

Once the nonlinear regime is reached, the flow experiences a
transition to a locally turbulent flow in the following way. As men-
tioned, the elliptic instability evolves in a cooperative way in the
two vortices of the pair due to the large rescaled core size a/b
of the present flow. Although the perturbations are coupled in this
way, they nevertheless remain mainly located near the vortex cen-
ters during the initial linear growth. At large amplitudes, this leads
to the configuration in Fig. 5a, where the center of one vortex (the
left one in Fig. 5a) is brought close to the stagnation point existing
at the lower leading edge of the pair and starts to draw opposite-
signed vorticity, which is initially orbiting the other (right) vortex,
over to the left side, that is, the vortices now start to interact more
intensely. This process is modulated in the axial direction with the
wavelength of the instability, so that, actually, tongues of fluid cross
over to the other vortex in a periodic interlocking way. The vortic-
ity of these fluid layers, which is originally oriented mainly in the
axial direction, is reoriented and stretched by the stagnation point
flow at the front of the pair into perpendicularsecondary structures,
which appear as regularly spaced bridges between the primary axial
vortices in Fig. 8. In fact, these bridges consist of counter-rotating
vortex pairs. Figure 9 schematically summarizes the formation of
these secondary structures; it also shows clearly that two pairs of
secondary vortex pairs are generated for each wavelength of the
primary deformation.

The secondary azimuthal vortices can be identified clearly in
the vertical plane separating the primary vortices. In Fig. 10b, the
x component of the vorticity is plotted in this plane. The pattern
of opposite-signed vorticity corresponds well to the experimental
dye patterns in Fig. 10a. Both show the formation of concentrated
vortices through the intensification of this transverse vorticity by the
strainat the lower edge of the pair. This interaction via the secondary
vortices leads to a strong deformation of the initially rectilinear pri-
mary vortices, which is clearly seen in Fig. 11, showing the flow at
an advanced stage. The DNS result in Fig. 11b reveals that small-
scale structureshave been generated from the interaction of primary
and secondary vortices, the latter being wrapped around the former
after their creation. The mixing and associated generation of small-
scale vorticity structures continues in the later evolution of the flow,
leading to turbulence, which is almost homogeneous and isotropic
in the region of the initial pair, as can be shown by velocity spectra
obtained from the numerical simulations. In particular, these results
show that the vorticity magnitude, which is initially axial, is redis-
tributed approximately equally into the three spatial directions?’
The final result is that the initial coherent laminar vortex pair has
effectively been destroyed by the strong interaction following the
saturation of the elliptic instability.

A different way of illustrating this destruction of the vortex pair
is to follow the evolution of the mean circulation of each vortex,
the total circulation of the pair always being zero. Figure 12 shows
experimental and numerical measurements of the circulationin one
half-plane of the flow, for differentaxial locations, as well as axially
averaged. In the experiment, the long-wavelength Crow® instabil-
ity was almost always developing simultaneously, and the result in
Fig. 12a represents this mixed case. In the DNS, the initial noise
amplitude at the Crow instability wavelength was sufficiently low
to yield a pure elliptic instability case. (See also the next section.)
Figure 12 shows that the circulationof each vortex starts to decrease
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b) DNS (Re = 2.4 x 10° and ¢* = 13.9)

Fig.8 Creation of secondary transverse vortices.

Fig. 9 Schematic top view of the primary vortices deformed by the
elliptic mode (bold lines represent the lines of maximal vorticity) and of
the creation of the secondary transverse vortex pairs; the sense of rota-
tion (O) of the primary and secondary vortices, as well as the directions
of fluid extraction (»), are given.

quite dramatically, as soon as the strong interaction via the sec-
ondary structures sets in. This is due to the enhanced cross diffusion
and subsequent annihilation of opposite-signed vorticity from the
two sides of the pair. For the pure elliptic instability (Fig. 12b),
the circulation drops by about 40%. However, when elliptic and
Crow instability develop simultaneously,both experimentand DNS
show a decrease of more than 80% of the average circulation, and
this takes place over a period of about five nondimensional time
units. A phenomenon directly related to this drop in the large-scale

y (cm)

z (cm)
b) DNS (Re =2.4 X 10° and ¢* = 14.8), contours of w,

Fig.10 Secondary vortices seen in the plane separating the initial vor-
tices.

b) DNS (Re=2.4 x 10° and r* =13.2)

Fig. 11 Advanced stage of the flow after elliptic instability saturation
(front view).

circulation is the decrease of the overall descent speed of the pair.
Measurements have shown that the pair can slow down by more
than 70% with respect to its initial speed.?

The results shown in this section show that the final stages of a
vortex pair undergoingan elliptic instability are quite different from
the case of a pure Crow” instability.For the latter, the initial pair ends
up as a series of oscillatinglarge-scale vortex rings, and most of the
energy and initial circulation is still contained in these structures,
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Fig. 12 Evolution of the circulation taken at different axial locations
(black) and averaged (gray). Experimental data in a) automatically
accounts for the simultaneous development of the Crow® and elliptic
modes. The numerical results in panel b show the evolution with the

elliptic instability alone, as well as a case with both instabilities (dot-
dashed curve).

resulting in a practically unchanged descent speed of the system.!
With the elliptic instability, the counter-rotating vortices are forced
into a strong interaction, leading to an effective redistribution of
the initial energy into a broad spectrum of small-scale motion, a
significant drop in the circulation of each vortex, and a slowing of
the vortex pair descent.

IV. Interaction Between Elliptic
and Crow’ Instabilities

A. Context

In the preceding section, we have mainly treated the special case
of apureellipticinstabilityacting on a laminar vortex pair. However,
in a real flow, different modes of instability and, in particular, the
long-wavelength Crow? instability, may also be growing and enter
into competition with the elliptic mode. The amplitudes of these
different modes depend mainly on two parameters: their growth
rate and their initial amplitude. As mentioned earlier, and further
demonstrated in the theoretical work of Widnall et al.® and Eloy
and Le Dizes,?® the growth rate of the elliptic instability is larger
than the one of the Crow> instability for the type of vortex pair
flows studied in the present paper (a/b = 0.2-0.25). This has also
been observed by Billant et al.>* for the case of a Lamb—Chaplygin
vortex pair. Where the initial mode amplitudes are concerned, they
depend on the residual backgroundnoise presentin the flow, or the
turbulent motion surrounding the vortex pair in a real atmospheric
environment, and, in particular, on the spectral distribution of this
noise.

In the experiments described in this paper, the background noise
was random and its precise characteristics not known. As a conse-

quence, the observed long-term evolution of the flow was found to
vary from one experiment to another, even under otherwise identi-
cal conditions (Reynolds number, vortex generator motion, temper-
ature, etc.). Varying relative amplitudes of the elliptic and Crow’
modes were found, leading to slightly different decay scenarios. In
fact, although both instabilities initially develop independently, a
certain degree of interaction always appears, in particular during
the later stages, as will be illustrated hereafter.

On the other hand, in the numerical study, the initial noise dis-
tribution could be very well controlled, and the observed flow evo-
lution could be linked precisely to the initial condition. A useful
control parameter for the present case can be defined as the ratio
r=E,/E, where E,, (E; ) is the initial kinetic energy of the
Fourier mode corresponding to the elliptic (Crow’) instability. In
the numerical simulations, this parameter could be varied by adding,
in addition to the white noise, a perturbation consisting of a sinu-
ous deformation of the vortex centerlines, with an axial wavelength
matching the most unstable Crow instability mode in the particu-
lar flow configuration (given, for example, by Widnall et al.®). This
additional perturbation was observed to have initially no influence
in the range of wavelengths of the elliptic instability2’ To illustrate
the meaning of the parameter r, one may consider the case of ho-
mogeneous isotropic turbulence, with an energy distribution given
by Ei ~ k=33, For a wave number ratio k,/ k. = 22/3, which is rep-
resentative of the experiments and calculations shown in this paper,
one finds ¥ =3.9 x 1072, The low relativeinitial energy of the ellip-
tic mode could be one of the reasons for the elliptic instability not
being observed clearly in real aircraft trailing vortices so far. (See
also discussionin Sec. V.)

B. Possible Evolutions

Variation of the parameter r in the numerical simulations has al-
lowed reproduction of the different long-term evolutions observed
in the experiments, thus demonstrating the importance of initial
conditions on the development of the vortex pair flow subject to
two distinct instabilities. Section III has treated the case of a pure
elliptic instability, excited by white noise, for which r = 1. (Actu-
ally, very similar behavior was observed in the simulations for all
r>5x1072) In the following, two other cases will be discussed:
one where bothmodes appearto be equally important(r ~9 x 1073)
and a second one with a dominant Crow® mode (r ~ 3.5 x 1073).

Figure 13 presents experimental and numerical visualizations of
the flow in these two cases, at an early stage of the interaction
between the two instabilities. Both modes are clearly visible, and
the developmentof the two instabilities is only slightly different for
the two cases at this time. One common feature is the modulation of
the elliptic instability by the Crow® mode. An amplification of the
former occurs at the locations where the vortices are brought close
together by the latter. At these axial positions, the growth rate is
found to be larger than in the case of the elliptic instability alone,*’
anincreasethat canbe as large as 45% with respectto the growthrate
obtained without Crow® instability. At this early stage, the reverse
action of the elliptic mode on the Crow instability seems to be weak.

Atalater stage, a variety of possibleevolutionsexists. For large r,
theellipticinstabilityevolvesalone, leadingto the relativelyuniform
(in the axial direction) breakdown of the pair shownin Fig. 11.Inthe
opposite case, for vanishing r and dominant Crow® instability, the
flow evolves toward the well-known formation of periodic vortex
rings throughareconnectionprocess,as shownin Figs. 14band 14d.
For intermediater, the structure of the flow is more complex because
at the locations where the Crow mode attempts to reconnect, the
elliptic instability is amplified and may lead to a local breakdown.
The vortex reconnection is, therefore, more or less significantly
perturbed, as can be seen in Fig. 14. In the intermediate case, the
rings thatare formed just after the instantcorrespondingto Figs. 14a
and 14c are strongly affected by the development of the elliptic
mode. They are no longer composed of a single smooth ring, but
of many distorted vortical structures that globally form a ringlike
structure. This is the case corresponding to the strongest decrease
in the average circulation and descent speed discussed in Sec. II1.C
(Fig. 12). Even in flows with dominant Crow instability (Figs. 14b
and 14d), the late stages are modified by the growth of the elliptic
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Fig. 13 Early stages of the interaction between elliptic and Crow® instabilities: a and c) intermediate case (r ~ 9 x 10~3) and b and d) dominant

Crow mode (r =~ 3.5 x 1073).

d)

Fig. 14 Late stages of the interaction between both instabilities: a and ¢) r~9 x 10~ and b and d) r =~ 2 x 10~3.

Front view

Front view

Side view

~a

Side view

Fig.15 Detail of the reconnection mechanism for the case of dominant Crow® mode (r ~ 2 x 1073).

mode, resulting in irregular structures between the coherent large-
scale vortex rings. Figure 15 shows a close-up visualization of this
region from two perpendicular view directions. The wavelength of
the elliptic perturbationcan clearly be distinguished at both ends of
the reconnectionregion.

The agreementbetweenexperimentalobservationsand the results
from numerical simulations with different values of the parame-
ter r, characterizing the initial energy distribution, is very good.
The results shown in this section demonstrate that the simultaneous

development of the short-wavelength elliptic instability and the
long-wavelength Crow® instability can lead to quite different long-
term evolutions of the vortex-pair flow, depending on the spectrum
of residual noise or surrounding turbulence presentin the flow.

V. Comments on the Relevance to Real Aircraft Wakes

The decay characteristics described in the preceding sections
could be of great interest in the context of aircraft wakes, where
the principal problem is linked to the long lifespan of the wake
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vortices. This problem is of particular importance near airports,
specifically concerning aircraft in takeoff and landing phases, in
which the aircraft wings are in high-lift configurations, with flaps
and slats deployed.

Besides the flow considered here being a simplified model of
the flow far downstream of an aircraft, without taking into account
effects like external turbulence or stratification, the major differ-
ences between the present vortex pairs and real wake vortices con-
cerns the Reynolds number and the nondimensionalratio a/b.

The effect of Reynolds number is expected to be small, influenc-
ing mainly the value of the growth rate. This has been confirmed in
Ref. 32, where large-eddy simulations with a base flow of similar
a/b, but realistic Reynolds numbers of the order of 107, were per-
formed. It was also found that, in addition to the larger growth rates
obtained in these simulations, the dynamics remained similar to the
low Reynolds number experiments and simulations. In particular,
the same transition mechanisms have been found to occur at these
large Reynolds numbers.

In the present study, we consider flows with a/b=0.2-0.25,
whereas this ratio is of the order of a/b~0.05 for real wakes
downstream of an aircraft in high-lift configuration** (This value
has been obtained for an aircraft equipped with a single flap, for
which each vortex of the counter-rotating pair remaining in the far-
field results from the merging of the wing tip and the outboard
flap vortices.) This large difference in the ratio a /b implies a much
largerdifferencein the wavelengthsof the ellipticinstability (scaling
on a) and the Crow? instability (scaling on b). On the one hand, if
one considers an atmospheric environment of approximately ho-
mogeneous isotropic turbulence, this scale separation results in an
energy distribution that is even less favorable for the development
of the elliptic instability than for the present flow, as discussed at the
end of Sec. IV.A. On the other hand, in a recent weakly nonlinear
analysis of such flows, Sipp** has shown that low a/b would lead to
alternating cycles of increase and decrease, with only a small max-
imum amplitude of the elliptic mode and no breakdown. However,
Kerswell*> had shown earlier that, even for small amplitudes, the
elliptic mode can undergo secondary instabilities by exciting the
growth of other normally neutral inertial-wave (or Kelvin) modes
of the vortex, modes that were excluded from the start in Sipp’s®*
study. These secondary instabilities, and further nonlinear interac-
tions between more and more modes could then possibly still lead
to a breakdown of the flow into small-scale turbulence. The charac-
teristic timescale for this breakdown is nevertheless expected to be
quite long, and other decay mechanisms, such as decay induced by
atmospheric turbulence, would most likely dominate this process.

Other important differences,e.g., vorticity profiles different from
Gaussian distributions or the presence of axial flow in the vortex
coresin real aircraft trailing wakes, may have a significant influence
on the development of the elliptic instability.

From these arguments, it is not surprising that, to the authors’
knowledge, the elliptic instability has not been observed in real
aircraft wakes because the conditions, in particular concerning the
rescaled core size, are too far from the ones in the presentstudy. In a
recentpaperby Rossow and James,*® the presence of circumferential
striations correspondingto eddies aligned around the outside of the
wake condensation cloud was observed. These eddies are formed
early in the wake history. Such eddies are also formed in the flow
considered here during and after the transition regime; they result
from the transverse vortices that lead to the complete decay of the
primary vortex pair (Fig. 8). Even if the scales and circumstances of
the present flow are quite different from the onesin aircraft wakes, it
was argued by Rossow and James that the observed eddies could be
aresultof the ellipticinstability. Because of the much smallera /b in
aircraft wakes, this seems to be quite unlikely, as discussed earlier.
The observed eddies are believed to be formed by the action of the
counter-rotatingvortex pair on the external surrounding turbulence.
As discussed in Ref. 27, the late stages of the elliptic instability are
similar to the evolution of a vortex pair in a turbulent atmosphere,
includingthe existenceof transverse vortices. The numerical studies
of Risso et al.*” and Moet et al.3® describe in detail the mechanism
of eddy formation along the streamlines of the vortex pair flow in
the vicinity of the hyperbolic stagnation points.

Despite all of this, it seems quite obvious that the interaction be-
tweenreal aircraft wake vorticesleadingto therapid decay described
in Sec. III.C may occur if the relative core size a /b can be increased
in the far field to a value of the order of 0.2. Efforts could be di-
rected toward such an increase, for example, by redistributing the
wing load of a given aircraft to diminish the vortex spacing, and/or
by increasing the vortex core radius by active or passive methods.
Counter-rotatingvortices with large relative core sizes exist already
behind aircraft equipped with split flaps. In such configurations,
opposite-signed vortices with potentially different vortex radii and
circulations are shed by the inboard and outboard flap edges. The
presentresults may be relevant to such existing situations.

VI. Summary

We have presented a direct comparison between results from
an experimental study and DNS calculations of a laminar pair of
closely spaced counter-rotating vortices at low Reynolds number
undergoingthe short-wavelengthelliptic instability. Excellent qual-
itative and quantitative agreement was found concerning the ini-
tial stages of the instability (spatial structure of the unstable mode,
wavelengths, and growth rates), as well as the different types of
long-term evolution, depending on different degrees of interaction
with the long-wavelengthCrow’ instabilitythatis also presentin this
type of flow. The parameter governing this interaction has also been
clearly identified; it involves the initial energy distribution among
the different wavelengths.

A remarkable feature of the nonlinear regime of the elliptic in-
stability is that it causes a strong exchange between the two initial
vortices through the formation of perpendicular secondary vortex
pairs. This leads to a sudden breakdown of the flow into small-scale
turbulentmotion, accompanied by a sharp drop in the circulationof
each initial vortex due to the enhanced cross diffusion of vorticity
and a significant decrease in the vortex pair descent speed. These
effects are found to be even stronger when the elliptic instability in-
teracts with a simultaneouslydeveloping Crow® instability,a feature
that could be relevant for the problem of aircraft trailing wakes.
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